ESRC National Centre Tor

X Yesearch

[!ﬂ. " Learning
= Environment for
. = [T

" - nﬂ’ﬂl Methodology and
- ® Applications

Multilevel Masterclass

Methods

Kelvyn Jones, University of Bristol

26t November 2008, 10:00am - 5:00pm (1-hour lunch

break)

C fi . . .
u MEUTIEZVZI % University of
4 Modelling BRISTOL

ESRC National Centre Tor

T Yesearch

Methods

[!ﬂ. " Learning
= Environment for
. = [T

" - nﬂ’ﬂl Methodology and
- ® Applications

Multilevel Modeling: An Introduction

Time
10:00 - 11:00
11:00 - 11:45

11.45:12.00

12:00- 13:00

13:00 — 14:00
14:00 - 14:45
14:45 - 15:45
15:45 - 16:00
16:00 - 16:45

16:45 - 15:00

Session

1: What is multilevel modelling?

2: Varying relations & random effects:

Theory

Break

3: Varying relations & random effects: A
Demonstration using MLwiN; using the software

Lunch

4: Variance Functions

5: Logit Models

Break

6: Using MCMC estimation (including Spatial
Models)

7: Resources for Going Further
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1 What is multilevel modelling?

Session outline
» Realistically complex modelling

« Structures that generate dependent
data

« Dataframes for modelling

» Distinguishing between variables and
levels (fixed and random classifications)

* Why should we use multilevel modelling
as compared to other approaches?
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Multilevel Models:

AKA

random-effects models,
hierarchical models,
variance-components models,
random-coefficient models,
mixed models

* First known application: 1861: several telescopic observations per night for
several different nights; separated the variance into between and within-night
variation (technically: one-way, random-effects model)

* Increasingly widespread use since late 1980’s associated with development of
effective algorithms, linked to software, for model estimation
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Realistically complex modelling

Statistical models as a formal framework of analysis with a complexity of structure
that matches the system being studied

Three KEY Notions

Modelling contextuality: micro & macro

eg individual house prices vary from n’hood to neighbourhood

eg individual house prices varies differentially from n’hood to
neighbourhood according to size of property

Modelling heterogeneity

standard regression models ‘averages’, ie the general relationship
ML additionally models variances
Eg between-n’hood AND between-house, within-n’hood variation

Modelling dependent data deriving from complex
structure
series of structures that ML can handle routinely, ontological depth!
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Modelling data with complex structure

1: Hierarchical structures : model all levels simultaneously
a) People nested within places: two-level model

Twao-level struciure

Leve! 2 Place 1
Level 1 Persons .- / |
: 2 1

1 H] a 1

b) People nested within households within places: three-level model

Three-level structure

e /\ /\

Laval 2 Housenold - 1

Note imbalance allowed!
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Multistage sampling designs

 for efficient collection of data
* most large-scale surveys are not SRS

a) Simple random sample b) Two stage sample

* Two-level structure imposed by design
* respondents nested within PSU’s
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Multistage sampling designs

Multistage designs (usually) generate dependent data

- individuals living within the same PSU can be
expected to be more alike than a random sample

The ‘design effect’
Inferential procedures (SE’s, confidence limits, tests)
are likely to be incorrect
incorrect estimates of precision

Type 1 errors: finding a relationship where none
exists

Multilevel models model this dependency and
automatically corrects for the ‘design effect’
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Non- Hierarchical structures

a) cross-classified structure

Level 2 Naghbourhood J %\ A\ %\

Level 1 Student 3 4 7 10 11

evel 2 School —L W

b) multiple membership with weights

Level 2 Teacher I 1/\ 0F 4\ /N
Level 1 Student —L / \/ i \/

4 5 6

*  So far, unitdiagrams now......
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CLASSIFICATION DIAGRAMS

:] Classification — Hierarchy
— Multiple membership no linkage Cross-classified
a) 3-level hierarchical structure b) cross-classified structure

Neighbourhoods

| Neighbourhoods | | Schools |

¢) multiple membership structure

Neighbourhoods
People
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Combining structures: crossed-classifications
and multiple membership relationships

School S1 S2 S3 S4

/N

P2 P3 P4 P5 P6 P

Pupils P9 P10 P11 P12

Area Al A2 A3

Pupil 1 moves in the course of the study from residential
area 1 to 2 and from school 1 to 2

Pupil 8 has moved schools but still lives in the same area
Pupil 7 has moved areas but still attends the same school

Student

Now in addition to schools being crossed with residential areas
pupils are multiple members of both areas and schools.
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A data-frame for examining neighbourhood effects
on price of houses

Classifications Response | Explanatory variables R 3
e p planetory Questions for multilevel
House | N'hood | House No of House type N’hood (random Coeff|C|ent) mOdEIS
i j Price ij Rooms ij Type j
ij
1 1 75 6 Semi Suburb *What is the between-neighbourhood
5 1 7 3 Somi A variation in price taking account of
0 5 = = o size of house?
1 2 68 4 Ter Central . .
B P 37 6 Det Central Are large houses more expensive in
3 2 67 6 Ter Central central areas?
1 3 82 7 Semi Suburb
2 3 85 5 Det swub | * Are detached houses more variable
1 4 54 9 Terr Central \\ in price
2 4 91 7 Terr Central
3 4 43 4 Semi Central
4 4 66 55 Det Central

Form needed for MLwiN
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Two level repeated measures design:
classifications, units and dataframes

Classification diagram Unit diagram

Person P1 P2 T\ .

Measurement Occasion Ol 02 ©3 04 1O 01 02 03

Classifications or Response | Explanatory
levels variables
Occasion | Person | Income; Age; Gender;
i i
1 1 75 25 F Inc- Inc- Inc- Age- | Age- | Age- | Gender
Person Occl | Occ2 | Oce3 | Ocel | Occ2 | Oce3
2 1 85 26 F
1 75 85 95 25 26 27 F
3 1 95 27 F
2 82 91 & 32 33 & M
1 2 82 32 M
3 88 93 96 45 46 47 F
2 2 91 33 M
1 3 88 45 F \‘ b) in short form :
2 3 93 46 F \
3 3 96 47 F q
Form needed for MLwiN

a) in long form
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Distinguishing Variables and Levels
N’hood type Surburb Central

!
AN O /\ N’hood type is not a random
N’hood 1 N2 1 N2 classification but a fixed
classification, and therefore an
/\ /N attribute of a level; ie a VARIABLE

House H1 H2 H3 'H1 H2'H3 H1H2 H1 H2 H3 Ha Random classification: if units can
be regarded as a random sample

Classifications or levels Response | Explanatory Variables from a wider population of units. Eg
House | Nhood | Type Price ijk Rooms ijk | House houses and n’hoods

| j k type ijkiJk
! ! Suburbil [ g Dt Fixed classification is a small fixed
2 L SuburoN W7 & et number of categories. Eg Suburb
3 L Suburoi (] ] i and central are not two types
! 2 Centia | 163 2 5 sampled from a large number of
2 2 Sl || 50 5 i types, on the basis of these two we
Fte cannot generalise to a wider

population of types of n’hoods,
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Analysis Strategies
for Multilevel Data

What are the alternatives; and why use
multilevel modelling?
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I Group-level analysis. Move up the scale: analyse only at the macro
level; Aggregate to level 2 and fit standard regression model.
*  Problem: Cannot infer individual-level relationships from
group-level relationships (ecological or aggregation fallacy)

Example: research on school effects
il Response: Current score on a test, turned into an
average for each of j schools; Y;

Predictor: past score turned into an average for each of

Y TSSO NSO N j schools X i

KON VR R Model: regress means on means

Means on means analysis is meaningless!

Same mean YJ’ ) Mean does not reflect within group relationship

but three very different
within school relations Aitkin, M., Longford, N. (1986), "Statistical modelling issues

in school effectiveness studies", Journal of the Royal
Statistical Society, Vol. 149 No.1, pp.1-43.
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I Group-level analysis Continued Aggregate to level 2 and fit standard
regression model.
*  Problem: Cannot infer individual-level relationships from group-
level relationships (ecological or aggregation fallacy)

Level Black illiteracy Foreign-born illiteracy
Individual 0.20 0.11
State 0.77 -0.52

Robinson (1950) demonstrated the problem by calculated the correlation
between illiteracy and ethnicity in the USA for 2 aggregate and
individual

2 scales of analysis for 1930 USA
- Individual: for 97 million people; States: 48 units
- very different results! The ECOLOGICAL FALLACY
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Analysis Strategies continued

I  Individual-level analysis. Move down the scale; work only at
the micro level; Fit standard OLS regression model

* Problem: Assume independence of residuals, but may
expect dependency between individuals in the same group;
leads to underestimation of SEs; Type I errors

Bennet’s (1976) “teaching styles” study uses a single-level model: test
scores for English, Reading and Maths aged 11 were significantly
influenced by teaching style; PM calls for a return to ‘traditional” or
formal methods

Re-analysis: Aitkin, M. et al (1981) Statistical modelling of data on
teaching styles (with Discussion). J. Roy. Statist. Soc. A 144, 419-461

Used multilevel models to handle dependence of pupils within classes; no
significant effect Also atomistic fallacy.............
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What does an individual analysis miss?

Re-analysis as a two level
model (97m in 48 States)

Who is illiterate? Individual model

I States I

| People |

Does this vary from State to State?

Cross I'evekmtefactlons

| I I
Lozl a ! o |
]': | NewMexico — L _—
I T i T /
5. S e 1A - o
T g — B o
R Kentucky & — Fomig o
L $ c - —
r B= ¥ 2f | —
Y24 [ == — —
; L | Tilack —
]6 - ] v 38 /
138 | — -
? 31 [ . T " Whie
T =T I
E s 1 L _1_1_1_1
= ’ y . 7 :
" Percent of State’s population wha are Black
White Foreign Elack
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Analy31s Strategles (cont.)

IIT Contextual analysis. Analysis individual-level data but
include group-level predictors

Methods

Problem: Assumes all group-level variance can be
explained by group-level predictors; incorrect SE’s for
group-level predictors

Do pupils in single-sex school experience higher exam attainment?
Structure: 4059 pupils in 65 schools

Response: Normal score across all London pupils aged 16
Predictor: Girls and Boys School compared to Mixed school

Parameter Single level Multilevel SEs
Cons (Mixed school) -0.098 (0.021) -0.101 (0.070)
Boy school 0.122 (0.049) 0.064 (0.149)
Girl school 0.245 (0.034) 0.258 (0.117)
Between school variance(c;?) 0.155 (0.030)
Between student variance (o,?) 0.985 (0.022) 0.848 (0.019)
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Analysis Strategies (cont.)

IV Analysis of covariance (fixed effects model). Include dummy
variables for each and every group

Problems

*  What if number of groups very large, eg households?

* No single parameter assesses between group differences
* (Cannot make inferences beyond groups in sample

* Cannot include group-level predictors as all degrees of
freedom at the group-level have been consumed

» Target of inference: individual School versus schools

P escarch I o
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Analysis Strategies (cont.)

V  Fit single-level model but adjust standard errors for clustering
(GEE approach)

Problems: Treats groups as a nuisance rather than of substantive
interest; no estimate of between-group variance; not
extendible to more levels and complex heterogeneity

VI Multilevel (random effects) model. Partition residual
variance into between- and within-group (level 2 and level
1) components. Allows for un-observables at each level,
corrects standard errors, Micro AND macro models
analysed simultaneously, avoids ecological fallacy and
atomistic fallacy: richer set of research questions BUT (as
usual) need well-specified model and assumptions met.
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Why should we use multilevel model?

What is the relation between Y Megative: According to simple

e o TN Sometimes:
N single level
e s 2 models can be
u‘t‘:“ LA = .
s astsh el seriously
£ " A
La gkt o .
Epr misleading!
X-\Mar X variable
Positive: according to a Paositive and negative: within —in oy

multilevel model and between relations a Das

¥ Variable
f variable

wl MR il " - 3
M 2 18 » n X variable

X variable
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Some reading

» Johnston, RJ, Jones, K, Propper, C & Burgess, SM (2007) Region,
local context, and voting at the 1997 General Election in England,
American Journal of Political Science, 51 (3), 641-655

» Jones, K, Subramanian, SV & Duncan, C. (2003) Multilevel methods for
public health research’, in Kawachi, | and Berkman L F (Eds.),
Neighbourhoods and Health, Oxford University Press, 65-111.

* Jones, K & Duncan, C. (2001) Using multilevel models to model
heterogeneity: potential and pitfalls, Geographical Analysis, 32, 279-
305

» Bullen N, Jones K, Duncan C. (1997) Modelling complexity: analysing
between individual and between-place variation—a multilevel tutorial.
Environment and Planning. 29: 585-609

« Jones, K., and Duncan, C. (1998) ‘Modelling context and heterogeneity:
Applying multilevel models’, in E. Scarbrough and E. Tannenbaum
(Eds.), Research Strategies in the Social Sciences. Oxford
University Press.
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2 MODELLING
HETROGENEITY:
varying relations &
random effects
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VARYING RELATIONS

Single response: house price
Single predictor
size of house, number of rooms

Rooms 112131415 |6 |7 |8
-4 (-3 (-2 |-1

* Two level hierarchy
houses at level 1 nested within
neighbourhoods at level 2 are the contexts

Set of characteristic plots..................
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General Structure for Statistical models

* Response = general trend + fluctuations

* Response = systematic component + stochastic
element

» Response = fixed + random

» Specific case: the single level simple regression model

Response Systematic Part Random Part
Price of Cost house

House = average- + of + residual

Price sized extra variation
house room
Intercept Slope Residual
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Simple regression model

a)
Price | 4 i
N

Rooms -5

y is the outcome, price of a house

is the predictor, number of rooms,
which we shall deviate around its mean, 5

Rooms 1 1|12 |3 |4 |5 |6 |7 |8

X -4 1-31-2|-1|0 |1 |2 |3
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Simple regression model (cont)

Yi = :Bo +181X1i +(ei)

yi is the price of house i

)(1 is the individual predictor variable

ﬁo is the intercept; ﬂl is the fixed slope term:

ei is the residual/random term, one for every house

Summarizing the random term: ASSUME IID

Mean of the random term is zero

Constant variability (Homoscedasticy)

No patterning of the residuals (i.e, they are independent)

e ~N(0,07)

2 . . .
O'e between house variance; conditional on size
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= Random intercepts model

// Premium + qu

—— Citywide line Y = 8 + 3 x,
/\ Discount  — qu

Rooms - 5

Differential shift for each district j : index the intercept
Micro-model _
Vi = Bo; + BX; €

Macro-model: index parameter as a response

Bo; = By + Uy,

Price of average = citywide + differential for
district | price district |

Substitute macro into micro.......
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Random intercepts COMBINED model

Substituting the macro model into the micro model yields
Vi = (By +Uy;) + B X +€;

Grouping the random parameters in brackets

Vi = Bo+ BX; +(Ug; +€;)

* Fixed part ﬂo + ﬂl

2
* Random part (Level 2) Uy; ~ N(O»O'uo)
* Random part (Level 1 2
. ( ) eOij ~ N(Oa O-eo)
o 3ifsftrict anld house
ifferentials are —
independent COV[UO] > eOij ] =0
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The meaning of the random terms

 Level 2 : between districts

[Ug;1~ N 0,04)

O-UO + Between district variance conditional
on size

e Level 1: within districts between houses

[eOij] ~N(0, O'ezo

2
O 0 e Within district, between-house
€ variance conditional on size
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Variants on the same model
Combined model

Vi = Bo+ BX; +(Ug; +€;)

Combined model in full
= BoXoij + BiXi + (Ug i Xoii + €4 Xoij)
Xoij

In MLwiN

Is the constant ; a set of 1's

5,~N(ZE, ) Differentials at
Fo = oot Bixy

/ each level
Pog = oty Ty
] O 00 0[]

o] 00007 2]

-2#laglikelihood{IGLS Deviance) = 9357.242(4059 of 4059 cases in use)
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Random intercepts and random slopes

]
9 ] .
L] L]
a [ ] L ]
rice . °
® e
. *
] o
Rooms -5
@ d) d)
[} . °
. ™ ]
L L
Price [ ] o slope ®
- L]
] ® -
L L] o
0 0 S ——
Rooms -5 0 Intercept
e) e) €)
]
a L] .
Price Ld
o ® Slope ™
. L
H &
. ° L
Rooms -5 0 0 oL OO
o] Intercept
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- Random intercepts and slopes model
Micro-model

Yi = BoiXoij T 1% + €oij Xoi

Note: Index the intercept and the slope associated with a constant,
and number of rooms, respectively

Macro-model (Random Intercepts)

Boi = Po +Uy;

Macro-model (Random Slopes)

b = P +u;

Slope for district j = citywide slope + differential slope for district j

Substitute macro models into micro model

ESRC Nauenal Centre for m_* Learning
gy Y E Enwironment for
T Yescarch " Fpaind
mcthods M Methodology and

Al Applications

Random slopes model

Substituting the macro model into the micro model yields
Yii = (Do +Ug;)Xoi; + (B + U)Xy + i X

Multiplying the parameters with the associated variable and
grouping them into fixed and random parameters yields the
combined model:

Vi = BoXoii T BiXi; + Uy X + Uy X5 + €43 Xoii)




Do
T\ etiods N tesicoey o
Characteristics of random intercepts & slopes
model
Vi = BoXoiy + B + (Ug; Xoi + U X5 + €05 Xoii)
Fixed part IBO and 181
Uy ol
Random part (Level 2) ~N(,| )
Uy Ouyour  Oul
Random part (Level 1) 2
Coij ~ N(0,05)
Do

T\Methess iy ooy o
Interpreting varying relationship plot through
mean and variance-covariances

Intercepts: terms Slopes: terms Intercept/Slope: terms
associated with associated with associated with
Constant Predictor
X, X Xo X
Graph Mean Variance Mean Variance Covariance

ﬂ 0 O, j 0 ﬁ 1 O, j 1 O-u Oul
A + 0 + 0 undefined
B + + + 0 undefined
Cc + + + + +
D + + + +
E + + + + 0
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Random intercepts and slopes model in MLwiN
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2
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2
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0
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Type of questions tackled by ML.: fixed AND
random effects

* Even with only ‘simple’ hierarchical 2-level structure

* EG 2-level model: current attainment given prior attainment
of pupils(1) in schools(2)

* Do Boys make greater progress than Girls (F: ie averages)

* Are boys more or less variable in their progress than girls?
(R: modelling variances)

* What is the between-school variation in progress? (R)

* Is School X different from other schools in the sample in its
effect? (F)..........

Do
T\Methods Lk
Type of questions tackled by ML cont.

* Are schools more variable in their progress for pupils with low
prior attainment? (R)

* Does the gender gap vary across schools? (R)

* Do pupils make more progress in denominational schools? (F) )
(correct SE’s)

* Are pupils in denominational schools less variable in their
progress? (R)

* Do girls make greater progress in denominational schools? (F)
(cross-level interaction) (correct SE’s)

More generally a focus on variances: segregation, inequality are all
about differences between units
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3 Varying relations &
random effects:

A Demonstration using
MLWIN
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4 Variance functions:
the core of random
coefficient modelling
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What are Variance Functions?

Functions that structuring the variance in terms of other variables
Example: between-district variance in price as a variance
function of the size of the house

<)

5
Price E
E
Rooms -5 Slze
Regression: models many means (the fixed part) but single overall variance,
called the error term and treated as disturbances
Multilevel: explicit modelling of (complex) variances, that is modelling

heterogeneity
WHY?
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WHY Use variance functions?
Substantively

+ Some research questions are about variances as well as
means: segregation, inequality are all about differences
between units; lots of such work remains descriptive

* Impact heterogeneity: eg 2 interventions that reduce the
mean of the problem, but one is preferred becomes it
narrows the variance; ie more consistent in effect.

* Impact heterogeneity eg 2 interventions that have same
mean effect but one is more consistent for men, the other
for women; the variance is structured by gender

» First lesson in data analysis; middle and scatter around
the middle; yet in modelling: homoscedastic assumption,
ie all variation consigned to one term and labelled error!
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WHY Use variance functions?

Technically

*  Gives correct estimate of standard errors in the
presence of heteroscedasticity

*  Multilevel models are about variance functions at
higher levels; eg between district variance in terms of
price BUT can get confounding across levels; need
explicit modelling of variance at all levels

+ Example: between-district variation in price in terms
of size, requires model simultaneously between-
house variation in terms of size

* Example: detached houses are more expensive than
non-detached (fixed), have bigger differences
between neighbourhoods (level 2) and bigger
differences between houses (level 1)
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Random Intercepts and Random Slopes Model:
Quadratic variance function at level-2

prics Yij ::Boxou +:B1X1ij +(u0jX0ij U X5 + €oj XOij)

* Total variance at level-2, sum of TWO random
terms: Uy; Ui

2

2 2 2
Var(uoj + ulj) =00 Xoi + 2O'uou1XouX + 0, X

1ij

 Clearly (if random slopes are required) results in
a quadratic function at level-2
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Between district-heterogeneity as
increasing QUADRATIC function of size

9.9
Var(Uy; +U;;) = 00X + 20,04 %0ii X

» Variance function by Size

Yariation

2

2
+ 0 X

1ij

* Population bounds for districts
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Between district-heterogeneity as
decreasing QUADRATIC function of size

d)

Price

2,2
Var(Uy; +U,;) = 0y X + 2(=0041) X X

» Variance function by Size

|

Yariauon

Rooms -5
2

2
+ 01 X5

1ij

» Population bounds for districts
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Between house-heterogeneity as
increasing quadratic function of size

* Micro model Yi = BoiXoi + BriiXj + (€oi Xoij + €155 X1j5)
Var(e,, +€:) =0’ X + 2000 Xoi Xy + O X
0ij 1ij / — ©e0”oij e0el ™0ij /Mij el Mij
» Variance function by Size y Population bounds for houses

4 ’
.

Yariation
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Between house-heterogeneity as
decreasing quadratic function of size

«  Micro model Yi = BoiXoii T BiijXiy + (€ Xoi + €55 Xy55)
2,2 % 0
Var(eoij +e1ij) = O g0 Xpij +2(_O-eOel)X0ij Xjij T 01 Xjjj

* Population bounds for houses
y

» Variance function by Size

[ 4

Variation
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Variance Partitioning Coefficient

* 1 the percentage of the variance that lies between
districts

+ 2 the degree of similarity with district; the degree of
dependency AKA the intra-class correlation

Given by between-district variation divided by the
(between-house variation plus between-district

variation)
2 2 2
_ Oyt 2O-u0u1X1ij + 0,0 Xjj
2 2,2 2 2,2
Ogo 1200, + O Xjjj + 09 + 20,041 X5 + T X
ESRC National Centre for " [ Learning
W )esearch b I Cvironment for
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In MLWiIN (Starting with model 4)
=X Equations
PI'I(‘(‘“ - NXE )
Price, = £, Cons + ‘{iljsizr-ﬁu F L3746 397)D_District(34). Cons, 4
2961 5478)D Dish'icﬂ_i-l]size-.“} Between dlstrlct
Loy =THI26(0.934) +uy Feg,
By = 10.884(0.578) +u,, /Rl and R-slopes
iyl N Q) 0= 25.206(8.587) /
Uy 13.494(4.024) 9.588(3.175)
[ea] MO Q) Q" [133.60204629)] Variance function
window
2¥oplikelihood(IGLE Deviance) = 9824 447(1126 of 1126 cases in use)
Wame + . AddJerm [stimates Chem  Wotathn Respomses Store [M [7

=¥ Variance function

.. - 2 2 2 2
Characteristic ‘\’al‘(?i 0;1"0 + u lfx‘ lij) ~0xoXo + 2Gu 01X X Lij + Gy 1 X Li
values
~— 1 o] 2s208] & 2 . 2 ) .
s 1 G S [ 37 + 6(,_)u 01 + ,qu 1= 192461
kS 1 3 192 461
i B R
evel |2:D\strict j calc | Name | Help | Zoom [150 =
Store results to astto{Gar =] o SEotvalncs outto: [ ]
Wariance ol (i - | of ¥ariance o {: [none] -
c50 —
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Model 5
Quadratic variance function at both levels

Mmhods

<% Equations

Price!jrv N(XE, Q)

Price, = gy Cons + g, size-5, + 54.704(6.184)D_District(34).Cons, +
3.204(4.769)D_District(34).size-5,

By = 74084(0.909) +up ey,

L1y =10.536(0.359) +uy +ey,

uy| ~N(O, Q) : Q= |27-000(8.056)
uy 10.045(3.798) 8.656(3.032)

2o ~N(O, ) : Q.= |211.777(13.686)

Q. 2.

2 1y 32.953(4.439)  26.520(4.710)

-2¥laglikelihoad(TGLS Devianoe) = 9677.463(1126 of 1126 caszes in use)

Hame | + | - | Add Term  Estimates Clear | Hotation Responses Store ‘ Help ‘ZDD
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Model 4 and 5 comparison

Mmhods

=¥ Results Tahle E”E”g|

Lopy

Model 4 Standard Errar Model 5 Standard Erar

IResponse Price Price
1
IFized Part
ICons 74.326 0.934 74.084 0.909
lsize-5 10.884 0.578 10.536 0559
ID_District[34).C 54.374 £.393 54.704 £.184
ID_District[34).5 2.961 5.478 3.204 4769
] Changed level 2
Rendonar. Variance function window
ICons/Cons 26.213 8.575 27.000 5.0561 /
lsize-5/Cars 13494 4023 10.045 ,_—13.7%8
lsize-5/size-5 9.586 3178 8.656 3.032
ILevel House
ICons/Cons 333632 14.630 211777 13,696
lsize-5/Cong 32953 4.439
Isize-5/size-5 26.520] 4.710
|
I-2*loglikelihood | 9824.447 9677 463
IDIC:
IUnits: District 50 50
IWrits: House 1126 1126
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Variance function at level 1

¥ Variance function

var(e g ot € 13X 1)

2 ) bl 2
= 5 . ) 4 o - =
Gz X0 T 2C01X0X 15 T Gz 1X 1y

variance output to ;| g5 v]

select Cons size-5 result -~ 2 . :
1 o _anaw| - (__J;O+ 6(_—)2014' 9621:64-8175
1 1 304.203
1 2 449 669

X 1 ) G45.175

el ]1:House j calc | Mame | Help ZDDm]‘\SUL]

1.0 SEof variance outputto: | none] A
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Two-level hierarchical model : houses districts
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* How has life satisfaction changed in Germany 1991-20067?
» Structure: 15 occasions for 16k individuals in 16 lander
. Response Life satisfaction on a 10 point score

............. Batwaon Lander Batwran Insmduals. Beawoen Oocasion
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Motivation: are we become a segregated society?
EG in relation to schools

Virtuous and Vicious circles

Following 1988 Education Reform Act with emphasis on
choice, league tables, competition expectation of
INCREASED segregation

Attractive o
@ Appafem attractive to

Apparent to High ! £
pertormance status paromance ey
parents
Q & Apparent l
worsening
Apparent performance
improved
performance
Choice _ increased polarization in terms of ability

increased polarization in terms of socio-
Choice economic background; poverty; ethnicity etc
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Research Questions

» Has school FSM segregation increased?
» Has LEA segregation increased?

» Has segregation been differential
between types of schools and types of
LEA’s

Approach: model the variance not calculate
an Index

72(;517.{.' National Centre for
gsearch

Anatomy of a simple model

Methods
Dependent variable: observed Distribgted as a Binomial variaple yvith a
denominator equal to no of pupils in each school,

FSM or not, in 2Q01 for pupil i - . . .
in school j with an underlying propensity of having a FSM, 7T

fsmO1,, ~ Binomial(denom0O1,,, 7z,) «|
Model Log-odds of ! T As an underlying average [3;

; logit(7,) = fcons -
propensity / o J +€ ’ / & allowed to vary school
loge(l z J Py~ Bot ty difference Uy
-7
[. ~NO, Q) Q.= [ 2 ]
”0] ’ Cu0] +—1—Wi i 2

School differences / With a vaniance of O-UO
assumed to come

from a Normal
distribution

var(fsmOQl | 7z,,) = mA1 - 7,)/denomO1,;

KEY measure of
segregation; between-
school variance on logit
scale; if assumption met,
complete summary

Between pupil va@]ce:
allows for stochastic :
fluctuations determined B

by n and T
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Results from simple model

logit(7;) = pyeons
Boy =-1.84(0.02) +u,,

[eg] N Q)

fsm01, ~ Binomial(denom01,. 7.)

= [1 1800 03)]

Logit: -1.84 when transformed median of 0.137
(95% CI's 0,133 and 0.142); and mean of 0.182
(0.177 and 0.187)

“Significant” between school segregation;

Equivalent to a D of 0.374 (see next slide)

var(fsm0l,|7) = 7(1 - z,)/denom01,

Observed
proportions

Logits of observed
proportions

Normal probability
plot

Y
+ | Distributional assumptions
for school differences

Humber of schools
Number of schools

68 02 04 af 18

Prop of FSM

A5-14-23411 80 11 23 14

Logits

ESRC National Centre for

T Yesearch

ethods

Linking models to indexes

» Using model parameters we can derive expected values
of any function of underlying school probabilities

» Consequently, derive index by simulation from model

parameters.
Segregation curves for a range of values for the Variance and the D-Index
4 Vi D-Ind g g
. —— 00 000 Brenness EG: Converting logit
- T Variance to D
2 — 03 02m (simulate 500k Logits with a
5 ol ol given underlying mean and
g 10 0350 ‘\ variance; convert to
N ol a7y 4 N - 15 0408 |l proportions, and calculate
£ 40 —--20 0431 Index)
E 25 0484
(6] — 30 0512
2 40 0556 )
e o Variance of 0.7
o1 . . . i | [==--70 oe3 equals D-
0 20 40 60 80 100
Cumulative % of Non-FSM Index of 0.30
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Results for simple model repeated for each
entry cohort 2001-2006

Estimated proportion FSM Segregation

018 128

Variance
1
é .

c

]

B .

= o Jl—:
0128 113 T ‘ 4 ‘
LAE] I I ‘I t I 108 T I ‘| - I

000 00 T00F 003 2004 005 2006 non 2001 2007 7003 7004 005 008
Cohort Cohort
Median: small Segregation:

improvement changes smaller than uncertainty

“;“i,“;g“;“gg;g‘,{”f' i I

T\Methods Rk

Three-level model: partitioning between LA,
and between school variance

3 Changes

FSMO1,; -~ Binomial(den0L,,. 7,;)

logit(zy.) = Bocons

» Pupils (i) in schools (j) In LA’s (3)

B =Bo T Vo Ty +  Average + LA difference + School
difference
~N(0, Q,) + Q,= [2
[V ”“] [G" ”:l “T—~. Between LA difference

«  Within LA, between school

~N(0, & 2 —
[M Uj.fc] ( --'u) [Gu D] «— . .
Modelling at two scales simultaneously

\:'ﬂl'(FSl\-IOlUk| ﬁz}.k) = ﬁl}.k(]. - ,—h}.k).r"clenOlz.ﬂIc




ESRC National Centre for LI Learning
-l o Environment for
J)esearch < 1 = [
ethods " - L Methodology and
- bl Applications

Results for 3 level model

» 3 level model applied to each cohort separately

» compared with Goldstein and Noden (earlier and
overall school and not entry cohort)

Between LA and within LA,
between school segregation 1994-2006 «  Greater segregation
= LACorort between schools than
77 R ’\/\ = = LAGEN between LA’s
" | School Cot
.-’ = SchoolGH « LA’s: trendless

fluctuations

Segregation
o
o
|

» Continued increasing

¢
05,4 Yeaem- between-_school
segregation

ESRC National Centre for = . u Learning
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Area characteristics 1

* Are LA’s that are selective (Grammar/Secondary) more
segregated than totally Comprehensive systems?

» 3 level model, with a different variance for schools within
different LA characteristics

fsm01,, ~ Binomial(denom01 ., 7.) * Average FSM

logit( z;) = gy Non, + . Select, + —" - for English pupils living in a non-
= T selecting LA
By™ B T — - for English pupils living in a

By =P Jw"r/ selecting LA

[V m(] ~NO-Q) 0= [Giu] — 1« Between LA variance

y 2 e Within LA
| ~N(O, Q) : &,=|Cul .
. o 2 5 3 —— - between school variance for schools
Ik Guz
~

located in a non-selecting LA
- between school variance for schools
var(tsm0l ;| 75 = mall - my)/denom01,, located in a selecting LA
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Maodelled Trends in FSM Within LA, between school
a3 variance
e
01T F 2ol
1o
= = 2
£
r
o ; or
= o i 8 m_—
S ] ; —
0 a0 002 2003 Fel 2005 2006 2000 el 007 003 2004 D005 006
Entry Cohert Entry Cohert
«  Pupils going to school in Selecting * Schools in Selecting areas
LA’s are less likely to be in poverty are more segregated
«  Slight decline in poverty in both + Slight evidence of an increase

types of area

ESRC National Centre for ™ Learning
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Area characteristics 2

» Is there more segregation in areas that are selective and where less schools
are under LA control in terms of admission policies?

» Variance function for Selective/Non-selective, structured by the proportion of
pupils in an LA who go to Community or Voluntary Controlled schools (contra
Voluntary Aided,Foundation, CTC’s, Academies)

fmn:{lul-ﬁﬂﬁ By Ty

logit(7,) = iy NoSel + gynonprop, + g Sel, + FSM over the period 2001-6

bo=p m’q*“ S « Average FSM in selecting and non-

ﬂ: =ﬁ; +_,‘:: | — selecting LA’s and how this changes with
By =B+l / degree of LA control

By = g U gy

o] NO2) i [2] |

~ Bmonual{ denomi 1 -

| —+ Between LA variance

* Within LA between schools

2

i Get L—— - variance function for non-selecting LA
Hae| ~N(O ) @ [Tz Guz - variance function for selecting LA

iy 00 Gl — 9

g 0 LI N ﬁi4

var{fan2001-6, ) di:m.mli}J.—l.\iwE

) = L - T
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Frop FSM 2001-6, LA selectivity
and control

R

8T

Median estimated prop FSM

Prop LA controlled

Pupils going to school in Non-
Selecting LA’s with low LA
control are more likely to be in

Within LA, between school
variance 2001-8

7

\ariance

01—

Prop LA controlled

» Schools in Selecting areas
are more segregated
» Segregation decreases with

greater LA control for both
types of LA

poverty

ESRC National Centre J'or_-
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Methods L
Area characteristics 3

*  Which of England’s LA’s have the most segregated school system?
* Model with 144 averages and 144 variances, one for each LA!

Bl 1-06, ~ Buomial( denomi]- A
lomiti =) = 7, City of London + g, Camden, + 7. Greeswich + g, Hackney, + g, Hammersmith and Fullam, + 7, Islnaton, +
o Fensington and Chelsea + g7, Lambeth, + g, Lewisham, + g, Southwvask, + g, Tower Humlets, + 7, Wandswortly +
Py Westuunster, + 2, Barking and Dageoliany + g, Barnet, + 2, Bexley, + g, Breat + 1, Bromley, + g, Croydon + g Ealing -
faFofield, + g1 Haringey, + g Harow, + iy Havering + g Hillinadon, + g, Hounslow, + g1, Kinsston-upon-Thames, +
Putlenton + i Newhan, + g Redbridze + g, Raclunond-npon-Thoanes, + g, Sutten, + g Walthn Foerea, + g, B,
p,._}l"m':mr_\} + ﬁqf’“‘”‘!'.- *—l¢j‘,.,|.3:|ud.\\'cl]J +‘|'_iw‘;nlilmilJ +f;,w\\':|]xnllf + l[]_“\\‘n]\'lriImnqmm! + If_;ml{.lum'slr_\} + I{!._,Ll\'cmonl} 4
DSt Helens, + g, Sefton, + g, Wiral, + g Bolton, + 1By, + fig Monchester, + g Oldhony, + . Rochdale, + g, Salford, +
SrStockport + g Tameside, + g1 Teafford, + g, Wigan + g, Bansley, + g Doncaster, + ., Rotherhans, + g1, Sheffield +
PPradiord + g, Calderdale, + g, Finklees, + 5, Leeds, + 1, Wakefield + g, Gateshead, + g, Newcastle-upon-Tyme, +

il [ P Ol

-

e+ Ak lem Eotinetes Wordmes  Clom  Betsion Responses  Soe
“y LAl
'y 0 o
uy 0 0 g,
' [ T
[ T
» (L S Y T
. 0 0 0 0 0 0 g
uy 0 0 0 0 0 0 0 o
iy o 0 6 0 0 0 0 0 g
Wiy O 0 0 0 0 0 o0 0 b o,
By 0 0 @ 0 0 0 0 06 0 0 g, =
o [ of
W |+ - Adi [ Lmmars S Cim | etsien Bespenses Sime | Gon | Zows 0 <]
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LA's with highest segregation

(not including estimates less than 2* SE)

LA Variance D equiv Median prop Select Prop LA control
Index FSM
2001-6
Buckinghamshire 2.12 0.46 0.03 Select 0.77
Southend-on-Sea 1.92 0.45 0.09 Select 0.21
Slough 1.76 0.43 0.11 Select 0.37
Trafford 1.75 0.43 0.08 Select 0.40
Oldham 1.72 0.43 0.18 Non 0.75
Calderdale 1.59 0.42 0.12 Select 0.32
Sutton 1.50 0.41 0.05 Select 0.39
Telford &Wrekin 1.46 0.40 0.15 Select 0.53
Solihull 1.42 0.40 0.08 Non 0.85
Barnet 1.42 0.40 0.16 Select 0.41
Knowsley 1.38 0.40 0.34 Non 0.67
Wirral 1.38 0.40 0.18 Select 0.74
Milton Keynes 1.36 0.39 0.12 Non 0.43
Croydon 1.30 0.39 0.16 Non 0.31
Stockton-on-Tees 1.29 0.39 0.16 Non 0.69

ESRC National Centre for LI Learning
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Benefits of multilevel approach

« Explicit and separate modelling of trends and
segregation

« Separate modelling of segregation at any level:
eg increasing LEA (local economy?), but
decreasing School (admission policies?)

» Segregation for different types of schools and
different types of areas

» Explicit modelling of binomial fluctuations
» Confidence intervals and significance testing
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5 Logit models: an example of
a non-linear multilevel model
- Generalised models
- Multilevel logit
- Extra-binomial variation
- Estimation: quasi-likelihood and MCMC
- VPC

- Population average and subject specific
estimates

- Application: teenage employment in
Glasgow

ESRC National Centre for LI Learning
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Introduction to generalized multilevel
models

So far: Response is linearly related to predictors and all
random terms are assumed Normal

* Now a range of other data types for the response
All can be handled routinely by MLwiN

* Achieved by 2 aspects
a non-linear link between response and predictors
a non-Gaussian level 1 distribution
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Response  |Example | Model
Binary Yes/No Logit or probit or

Categorical log-log model
with binomial L1 Focus on specifying
random term binomial multilevel models
Proportion |Proportion |Logit etc. with with response that is either
un- ol L1 binary or a proportion

employed |random term
Multiple Travel by |Logit model with

categories |train, car, |multi-nomial Implementation in MLwiN
foot random term;
can handle
ordered and .
unordered Reference:
GIGIED__ Subramanian SV,
Count No of Log model with Duncan C. Jones K (2001 )

crimes in L1 Poisson Multilevel perspectives on
area random term,;

can include an mOd_e“ng census data )
Offset Environment and Planning
Count LOS Log model with A 33(3) 399 — 417

L1 NBD random

term; can include
an Offset

ESRC National Centre for LI Learning
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Modeling proportions

* Proportions: employment rate; conceived as
the underlying of being employed i

* Linear probability model: that is use standard
regression model with linear relationship and Gaussian
random term

Frob of dying

e But 3 problems T
(1) Nonsensical predictions: predicted proportions
are unbounded, outside range of 0 and 1
(2) Anticipated non-linearity as approach bounds

(3) Heterogeneity: inherent unequal variance; .
dependent on mean (ie fixed part) and on ourd
denominator

Variance

03 0s [ 10

Probability

* Logit model with Binomial random term resolves all
three problems (could use probit, clog-clog)
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The multilevel logistic Rl model

* The underlying probability e
or proportion is non- T =
linearly related to the 1 4 gPorAxirtto;
predictor(s)

Bo+Bi% +..+Ug

where e is the base of the natural logarithm

+ linearized by the logit transformation

loge(lij =B+ BX +.. U5
-7
Up; ~N (O,Guzo)

» The logit transformation produces a linear function of the
parameters; bounded between 0 and 1; thereby solving
problems 1 and 2

* NB parameters on the logit scale

ESRC National Centre for '. [ Learning ==
T )escarch Cevondrent for
T\Methods Lk £
Solving problem 3:assume Binomial variation
for Level-1 random part

» Variance of the response is presumed Binomial:

Var(y|7z):M

le Observed proportion depends on underlying proportion
and the denominator

» Achieved in practice by replacing the constant variable
at level 1 by a binomial weight, z, and constraining the
level-1 variance to 1 for exact binomial variation

* The random (level-1) component can be written as
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Moving between Proportions, Odds and Logits
Proportion/Probability Odds
A 5 out of 10 5to5
B 6 out of 10 6to4
C 8 out of 10 8to 2
Proportion Odds Log of odds
() (p/1-p)  Loge (p/1-p)  MLwiN: Logit
A 0.5 1.0 0 calculation
B 0.6 1.5 0.41
C 0.8 4 1.39
Logit Odds Logit Proportion
A e’ 1.0 A &/31+ ¢ 0.5
B e0,41 1.5 B e0.4l/(1+ e0.41) 0.6
C e1.39 4 C e1.39/(1+ e1.39) 0.8
MLwiN: Expo calculation MLwiN: Alogit calculation
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Binomial and Extra-binomial variation

» Binomial variation is all due to underlying probability & values of the
denominator, level 1 random variation is not freely estimated

» More general approach: allow the variance to be estimated from the
data; (un-constrain the parameter aezi #1 )

* Over-dispersion: (more than 1) unexplained variation in the
response that is not adequately modeled by the fixed means

» Under-dispersion: (Less than 1); suggesting greater dependency
that that expected from a binomial assumption; suggest missing an
important level in the model structure

» Can only be done with proportions NOT binary data

» Application: French KM and Jones K (2006) Impact of definition on
the study of avoidable mortality Social Science & Medicine, 62 (6),
1443-1456
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Estimation

(Marginal Quasi-Likelihood versus Predictive

Quasi-Likelihood; 15t and 2" order)
model linearised and Goldstein’s IGLS applied
1st and 2nd order Taylor series expansion (linearise the model)
MAQL versus PQL are higher-level effects included in the linearisation

MQL1 crudest approximation. Estimates may be biased downwards
(esp. if within cluster sample size is small and between cluster variance
is large eg households); but stable.

PQL2 best approximation, but may not converge.
Advice Start with MQL1 to get starting values for 2nd PQL

MCMC methods
good quality estimates even where cluster size is small;
get deviance of model (DIC) for sequential model testing,
Advice: start with MQL1 and then switch to MCMC, then wait!
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A simulation study

* To assess the bias of different estimators for binary
outcome

* Rodriguez, G, 'Multilevel Generalized Linear
Models', in de Leeuw, J and Meijer, E (Eds.) 2008,
Handbook of Multilevel Analysis, chapter 9, 335-376

* Generated 100 datasets with real structure (2449
births to 1558 mothers living in 161 communities in
Guatemala; ie pathological case) with known
coefficients, all fixed and random coefficients set
equal to 1

* Data and papers available from
http://data.princeton.edu/multilevel/
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Results from simulationgtidy

Estimation  Fixed Parameters Parameighsmunit
Method Individual Family Community Family y
True Value 1.000 1.000 1.000 1.000 1.000
MQL-1 0.738 0.744 0.771 0.100 0.732
MQL-2 0.853 0.859 0.909 0.273 0.763
PQL-1 0.808 0.806 0.831 0.432 0.781
PQL-2 0.933 0.940 0.993 0.732 0.924
§gHgg@g{[ﬁ 0.983 0.988 1.037 0.962 0.981
e 0.983 0.990 1.039  0.973 0.979
Gibbs 0.971 0.978 1.022 0.922 0.953

Quadrature (eg gllamm in Stata) good quality estimates, but computational burden
increases rapidly with the dimensionality of the problem eg with 12 quad points, 3 level
RI model requires evaluation of equivalent of 144 likelihoods; BUT 12 point and 3 level
And random intercept & slope, equivalent to almost 21,000 likelihoods

ESRC Natienal Centre for L Learning
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Population average and cluster specific estimates

Miwin gives directly

CLUSTER SPECIFIC Estimates (often called the unit or subject specific because of use in
repeated measures studies)

- the fixed effects conditional on higher level random effects
- effect of change for particular ‘individual’ of unit change in a predictor

NOT the POPULATION-AVERAGE estimates (Eg GEE)
- ie the marginal expectation of the dependent variables across the population; "averaged
" across the random effects

-effect of change in the whole population if everyone’s predictor variable changed by one
unit

In non-linear models these are different and the PA will generally be smaller than CS,
especially as size of random effects grows

Can derive PA from CS but not vice-versa, new version give both by simulation)

- Median of the predictive distribution is US

- Mean of the predictive distribution is PA

Ritz, J and Donna Spiegelman (2004) Equivalence of conditional and marginal
regression models for clustered and longitudinal data, Statistical Methods in
Medical Research, 13(4), 309-323
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Variance Partitioning Coefficient

For 2-level Normal response random intercept model:

Level 2 variance

VPC = : :
Level 1 variance+ Level 2 variance

BUT with logit, level 2 variance is on the logit scale and the level 1
variance is on the probability scale so they can not be directly
compared. Also level 1 variance depends on underlying proportion

Possible solutions include
i) set the level 1 variance = variance of a standard logistic
distribution:

2
Oy

Then VPC = ———
o, +3.29

Ignores that the level —1 variance is not constant

v‘b}&z)almml Centre for i E Learning

esearch u ErWanment for
~RMeos SR e
' Variance Partitioning Coefficient (cont.)

Possible solutions include

if) Simulation

Step 1: Simulate M (5000 say) values for random effect u’s with
same variance as estimated level 2 variance, N(O

Step 2: using these 5000 u’s, combine with fixed part estimates
and particular values of the predictor variables to get pred|cted
logits; alogit to get probabilities; n(m) =[1+exp(—(S' x*+u(m)))]
the variance at level 2 on the probability scale is the variance
of these values.

Step 3: calculate a level 1 variance for the, 5000 simulatipns on
the probability scale: Viemy = ZFmy A= Zmy
take the mean of these values to get overall level 1 variance

Step 4: use the usual VPC formula, now that level 1 and level 2
variances are on the same scale

Browne WJ, Subramanian SV, Jones K, Goldstein H. (2005)Variance
partitioning in multilevel logistic models that exhibit overdispersion.Journal
of Royal Statistical Society A,168(3) 599-613
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Application: teenage employment in Glasgow
» “Ungrouped” data that is individual data
* Model binary outcome of employed or not and two individual
predictors
Name Person | District Employed Qualif Sex
Craig 1 1 Yes Low Male
Subra 2 1 Yes High Male
Nina 3 1 Yes Low Fem
Min 4 1 No Low Fem
Myles 5 1 No High Male
Sarah 12 50 Yes High Fem
Kat 13 50 No Low Fem
Colin 14 50 Yes Low Male
Andy 15 50 No High Male

ESRC National Centre for '. [ Learning
T Yesearch o | Crvironment for
Mmhods " - = hi Methodology and
- Applications
Same data as a multilevel structure: a set of
tables for each district
GENDER
QUALIF MALE FEMALE Postcode UnErate
LOW 5 out of 6 3 out of 12 G1A 15%
HIGH 2outof 7 7 out of 9
LOW 5 out of 9 7 out of 11 G1B 12%
HIGH 8 out of 8 7 out of 9
LOW 3 out of 3 - G99z 3%
HIGH 2 outof 3 out of 5
e Level 1 cell in table
e Level 2: Postcode sector
* Margins: define the two categorical predictors
* Internal cells: the response of 5 out of 6 are
employed
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Turning a table into a model:

GENDER Adult
Male Female  |Unemp rate For1=1....4 cells,
Qualif |Low |py=eq/ny |pg=ey/ny (W within j postcodes
High |ps = €3 /Ny | Py = €4 /Ny
RESPONSE: Lij= predicted log-odds of employment for
type of personiiin place j
FIXED BoXo +51X1 +52X2 +53X3
unqualified Unqualified qualified qualified
male Female male female
Base Contrast Contrast Contrast

* Level 2 random part : between 2
postcode sectors u0j ~N (Oa O-uO)

* Level 1 random part: between

2 _
cells (ie teenagers) ~ Gi%i> 4T gl
ESRC National Centre for L . Learning
T yesearch e Coviranmentfor
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6 MCMC estimation
Including Spatial models

- Bayesian approach

- What does MCMC do?

- IGLS versus MCMC

- MCMC in practice in MLwWiN
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What is a Bayesian approach?

Pasterior
distribution

Full probability modelling

- everything treated as a distribution

- parameters & observations as random Prior
va ria b|eS distribution

Fundamental theorem: 3 types of distribution _
Posterior is proportional to the Prior times the Likelihood

Conditignal
distribution
{likelihood)

A D C BE

* Prior
- belief about a parameter before data; subjectivity! Includes Diffuse

* Likelihood
- estimate of parameter based on data and assumptions

* Posterior

- updated evidence after combining prior and likelihood; distribution, not just a
point estimate and SE’s based on asymptotics

In Practice
- celibate sex counsellor........ due to complex joint posterior when several
(maybe 100°s) parameters need evaluating, But MCMC

ESRC National Centre for = . u Learning
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The Statistical Holy Grail!

*  What is the degree of support for a parameter?

» Normally: infer to the population, get a point estimate, and make
Normality assumptions about the distribution of the parameter and
calculate SE’s

» Problematic assumption eg when small number of groups and
variance parameter

» Bayesian solution: simulate from the Posterior distribution either
with informative belief or ignorance prior and rely on the data

» The answer is a plot of the distribution which shows the degree of
support for a parameter!

Parameter with a wide support Parameter with a tight support
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What does MCMC do?
What do we want to know? In a two-level, variance components model we
have the following unknowns: 2 2
B.u,oi,0;

a joint posterior distribution with many dimensions (notice vector of u;’s and
p’s) 2 2
p(B.u,0;.0.1Y)

MCMC is a numerical engine for evaluating joint posterior by simulating
from each of the marginal distributions in an iterative scheme eg Gibbs

First we assume some starting values for our unknown parameters
Bi0)>%0)T4(0):Te(0)
Then simulate from the following conditional distributions in rotation
p(alYy, Ug)» O-uz(ow O'ez(()))to get ﬂ(l)’ then
Py, By, 0'3(0), 692(0))'[0 getu,), then
(T 1Y, By Uys Oao)to get oy, then finally
p(o'e2 | y’ﬁ(l)ﬂu(])ﬂo-uz(l))
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IGLS versus MCMC

Slower to compute

mcthods

Fast to compute

Deterministic Stochastic convergence-harder to

convergence-easy to judge
Uses mql/pql approximations to fit
discrete response models which

can produce biased estimates in
some cases

In samples with small numbers
of level 2 units confidence
intervals for level 2 variance
parameters assume Normality,
which is inaccurate.

Cannot incorporate prior information

Difficult to extend to new models

judge
Does not use approximations when

estimating discrete response models,
estimates are less biased

In samples with small numbers of
level 2 units Normality is not
assumed when making inferences
for level 2 variance parameters

Can incorporate prior information

Easy to extend to new models eg MM,
X-class; and functions of parameters;
eg ranks
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' MCMC in practice in MLWIN
1: using maximum likelihood (IGLS: lterative Generalised Least

Squares; Goldstein 1986, Biometrika) to get starting values
estimates

2 Switch to MCMC use default priors (uninformative) and burn-in for
500 simulations; throw away

3 Monitor for 5000 simulations and check for convergence to the
distribution: good is “white noise”; poor is “slow drift”; check
prospective diagnostics; check retrospective diagnostics
(especially Effective sample size eg need at least 500 of these for
key parameters of interest)

4 Increase monitoring size if suggested insufficient sample size or
lack of convergence (ie substantive trending)

5 Report the mean and 95% credible intervals of the parameters
and DIC

6 Repeat the above with stronger priors to assess sensitivity

ESRC National Centre for Li Learning
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NMeoss =
Real-time demonstration (C:talks\aag\houseformcmc.wsz)
» Two-level hierarchical model :

=¥ Equations E|@|E\
Pricevw N(XB. Q)
Price,, = gy, Cons + 10.692(0.367)size-5,, All estimates are blue; ie

Loy =TI667(LA9T) +usg, +eg, //not converged
[1] MO Q) Q= [04436(22.009) ]

I:e u;-;] ~N(0. Q,) 1 Q,= [359.093(15.433)]
clicking on the + button
e on the tool bar, brings

p(fga 1 up default weak priors
pplal
p(LiG?: ) ~ Gauuna(0.001,0.001)

p(ligt,) ~ Gamma(0.001,0.001)
Deviance(MCTMC) =9917.004(1126 of 1126 cases i use)

Bame | + | - | AddTerm |Estimates Clear | Notation | Responses| Store |ue||
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Switch to MCMC

Methods

=¥ Advanced MCMC Methodology Options El
3 Estimation Method
stimation control 3] Fixed Effects

\GLSRIGLS e MCMC T IGLE/RIGLS hactstrap + Gibbs " Univariate MH -~ T Multivariate MH

. ; B Random Effects (Residuals)
Burn in and iteration control (¥ Gibbs " Univariate MH " Multivariate MH
Burn-in Length [ 500 Maonitaring Chain Length [ 5000 Thinning ,1_

Higher Level Variance Matrices

Refresh screen every s SlUIE E iterations. Updated by Gibbs sampling.

Level 1 Variance
Updated by Univariate MH Sampling. Use Yog formulation [~

Metropolis-Hastings settings
Scale factor for proposal wariances

Help | Done Use adaptive method v

Desited acoeptance rata(%) E

MH Cyecles per Gibbs iteration 1

/ block. dimension

esited tolerancel) [1g

Beset | Done Help |

Default: burn-in 500;
monitor 50000

Default sampler Gibbs
(normal theory model)
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Monitor trajectories for each parameter (last 500 shown)

Deviance(MCMC) = 9822.809(1126 of 1126 cases i uge) c:ﬁn = 101.536(24.700)
9961 20
g1 17
94 1
451
787y 100 210 300 400 s sty i 200 3 am e
= 75.723(1.536) ol = 360.167(15 835)
74 41T
T, 3
7 368
T3 EL
e 100 360 30 I 7)) anl T 260 308 o 500
1= 10.695(0.373)
124
11
10
10,
g.rn 100 00 00 400 400
FQMMW Selest  Hedp  |viow lant: ,r_-' [ramdata =]
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Methods

: : ) o ) .
wwhite 1rajectories showing good mixing ¢ Posterior

P Distribution
noise
~ + skew
F L, oga
B E LL]
E om
.00
e T T T 30 00
parameter valie
1o u
o]
et
§ o g
L=
an|
E] [3 L3 o £ " 3 3 . O O 1 O O [
sy 19 s .
iy Dl g rospective
Raftery-Lewis (quantile) - Mhat = (43404131 )
# when g = (0.025,0.975 ) £ =0.005 and s = 0.95 convergence
i Brouks-Drapsr (mew) - Nhat = 165 0 q
when k= 2 ghigs s spha = .05 jiagnostics
UI. Lo L om0
ndatey
Smapnary Statistics
amname o), posiencr mean= 101 5IN(0442) SD =24.700 mode =54
quastiles 2 P4 = 62515, PA=6708, SIPA=EAT, 9WG= 46151, 97 =]
5000 setiual iterabions slormy every iteration EMNcEve Sample Siee (ESS) = 2751
settrgs | Hep

" \
95% credible Posterior mean T EsS = 2751
intervals
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Trajectories sowing less- good mixing B,

N MCME diagnostics

kwmal duraty

PACE
giiii; .i-»ig

z
Accncs Dismostics ;ﬁ.’diagnostic

Rafiery-Lewes (quantde) - Hhat = (13278,26073 )

wher g = (0.025.0 975 ), £ = 0,005 and s = 0,95 SUggeStS |Onger
Erooks-Draer (mean) - Nhat =470
when k= 2 sighes und alpha = 0,05 rup needed

Sumunary Statistics
param name : £,  postencs mean = 75723 (0INE) SD =1.536 mode =T75.737
quaniles : 2 5% =T1 68, TN =TLI9, ML =YCTI4 ML =TEI15 LB =TRT
SO0 achisl gerations stonng every iteration Effect-\ Sample Size (ESS) = 375

Updsin | Disgroste Sergs | oo

Auto-correlated trace;\
“stickiness”; exploring the
parameter space slowly

ESS =375
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Very problematic mixing despite 100K!
ESS only 51; highly auto-correlated trace
Still trending at 50k; multimodal distribution

(has not converged to a distribution); due to
very small n; only 11 schools

ACF

Sy SLAn0
poram neme ol poitence mewn =0
quantder 13 =001, Pa=00L W
100000 actual gerasions riocng every serasen, Effrctre Sumple 5

Updste | Cuagriic fonegs | oo
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Models three types of structure

:] Classification — Hierarchy
— Multiple membership no linkage Cross-classified
a) 3-level hierarchical structure b) cross-classified structure

Neighbourhoods

| Neighbourhoods | | Schools |

¢) multiple membership structure

Neighbourhoods
People
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Spatial Models as a combination of strict hierarchy
and multiple membership (including GWR)

A //B Person in A
|| [Nedigeino] \\\C By erand
D |’E F Person in H
T | e
KL M

Multiple membership defined by common boundary; weights as function of
inverse distance between centroids of areas
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Scottish Lip Cancer Spatial multiple-membership model
* Response: observed counts of male lip cancer for the 56 regions of
Scotland (1975-1980)
* Predictor: % of workforce working in outdoor occupations (Agric;For; Fish)
Expected count based on population size

+ Structure areas and their neighbours defined as having a common
border (up to 11); equal weights for each neighbouring
region that sum to 1

Rate of lip cancer in each region is affected by both the region itself and
its nearest neighbours after taking account of outdoor activity

*  Model Log of the response related to fixed predictor, with an
offset, Poisson distribution for counts;
NB Two sets of random effects

1 area random effects; (ie unstructured; non-spatial variation);
2 multiple membership set of random effects for the neighbours of
each region
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MCMC estimation: 50,000 draws
LY —— =15
obs; - Poisson( ;) — i

N Poisson model
log(7) = offs; + f2,cons; + 0.048(0.015)perc_aff;

N () (3, (2 . ]
Poi =-0.2950.217) + ettt 1o + Womeay |~ Fixed effects:
Offset and

- oy . olP = g Well-supported + relation
[ff(()i}mgh.’[i} L0 u) L [1.211(0.4()9)] Pp

2 ~N©, &'y . QP = . \
[t Pt 0.2+ 7= To.051(0.051)] ~_Well-supported
Residual
var(obs;| 7)) = 7 neighbourhood
effect

Deviance(MCMC) = 270.075(56 of 56 cases mn use)
[

2l

.; NB: Poisson highly
torre [Eovie | | - [t o et oo | cine | st [Rosporens] i | correlated chains
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Ohio cancer: repeated measures (space and time!)

* Response: counts of respiratory cancer deaths in Ohio counties
« Aim: Are there hotspot counties with distinctive trends? (small
numbers so ‘borrow strength’ from neighbours)

« Structure:  annual repeated measures (1979-1988) for counties
Classification 3: n’hoods as MM (3-8 n’hoods)
Classification 2: counties (88)
Classification 1: occasion (88*10)

* Predictor: Expected deaths; Time

Model Log of the response related to fixed predictor, with an
offset, Poisson distribution for counts (C1);
Two sets of random effects
1 area random effects allowed to vary over time; trend for each county
from the Ohio distribution (c2)
2 multiple membership set of random effects for the
neighbours of each region (C3)
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MCMC estlmatlon repeated measures model,

50,000 draws
o e ‘

log(7,) = logexp, + gcons, + g vear, 1

General | B0, = 0.10983(0.0324D) + T, P + iy
).00345 5 )
trend £, = 0.00345(0.00221) + of — B N’hood
(3 (3 1
U i) O BT RS [0.05798(0.03287)] / Wl e
d ool — N, @) . o= |0.02817(0.00727)
" ch.wnmj 000039000042 000008000004 )
var(obs | z) = 5 .
Variance

PRIOR SPECIFICATIONS function for

Default N
e_au pigy e 1 *  between
rior: ) i
priors P L county time
pil El;::,]_ o~ Gamma( (.00100,0. 00 L0C) trend
]liQ}lZ}} ~ mverse Wishart [ 2*5,, 2], 8, = | 0.00000
0.00000 0.00000

1l
\sme | Eonts | + | - AddTerm [etimates llonbivesr | Clear | Motation | Responses Mol |

-
g Leaming
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Respiratory cancer trends in Ohio: raw and modelled
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Applications

a) Raw Data b) Modelled relative risk c) Modelled relative
(same scale as a) risk
25—
191

SMR
Relative risk
Relative risk

year

Red: County 41 in 1988; SMR = 77/49 = 1.57
Blue: County 80 in 1988: SMR= 6/19 = 0.31
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Comparing Bugs and MLwiN

* |GLS estimation is far quicker; for Normal response
models gives very good estimates

* Model comparison is also easier with formal test statistics

* Relatively easy to set up model and display results in
MLwiN

*+ MCMC in MLwiN is almost always faster than in
WinBUGS (examples: typically 15 fold faster)

* But MLwiN has restricted choice of MCMC algorithms,
and restricted range of models (but out to Winbugs)

» Having two independent MCMC algorithms for fitting
some models is useful as programming mistakes do occur
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More information on spatial
models in MLwWiIN

William J. Browne (2003) MCMC Estimation
in MLWiN; Chapter 16 Spatial models

Lawson, A.B., Browne W.J., and Vidal Rodeiro,
C.L. (2003). Disease Mapping using
WinBUGS and MLwiN Wiley. London
(Chapter 8: GWR)
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/ Resources for going
further
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Resources

Centre for Multilevel Modelling

http://www.cmm.bris.ac.uk

Provides access to general
information about multilevel
modelling and MIwiN.

Email discussion group:
http://www.jiscmail.ac.uk/cgi-bin/webadmin?AO=multilevel

With searchable archives
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http://www.cmm.bristol.ac.uk/
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http://www.cmm.bristol.ac.uk/learning-training/course.shtml

Do [0 yew bgoy foimels Dok e

@ @ ) D et b e tangae st 2w [

RO LEMMA: Multilevel Modelling online course
fresam
— Our el ool lsble LENMA' (The Learmng Ervironiment far Muhewd Methodology and
A ) 0t of 2 .
R MLwil 2,98 Bots mow svaltable W'Wlmﬂ:c:nwm
S5 Roghies s og e s dins ing Log on o reglster to course

Whisthar you are new to staistical modeling of an advanced user, v hope that you wil find gur matenaly vsehd We
assume ol users have attendod o kst on AUty SLABENCS COLNGH in e pest. mhnww 1 and 2 are proviced a5

refreshars apetienced quantitative may wish
¥ Tt your ol 4 statisbs by
I&JNJWI:‘!*MPSR!. ﬂ\vwnnomﬂfmwmomru v U reffesh your knovs g
Wpduss 1 and 2. Onthe offer hand, quer ¥ My [ e 3
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¥
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kog i or registye for e coursa

? FAQs or frequently-asked questions about the LEMMA
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http://www.cmm.bristol.ac.uk/links/index.shtml

e E0 fe tepry Gewis Dnk o
L R I B [T e—— (I e 5

D custssostn Web Resources for Multilevel Modelling
| - [T pe—
[ e — Compiled by Katen Jones, s Could and S Subwamanian

g Their kSt of FESOUECes 1S detgned B3 an Hpanized mela 2o, whilely other resoulces fof mulikvel modeling on the web
B e can be accessed A specilic fesource is Bsted only once, 50 you My Mave 1o Search Teough s page 10 find What you want
B achc s
O it Frman General
Y it and counal ansiysn e il i i

mail 5815 8 by gereral resounce & ILs searchable it many yoars of accumukated qus

K rmitboret moteing bhadng List (50 fltlanei 3 e o
Y rievel rmsabng aohwar yivan B
w Anothet vtsl resource i peovided by the UCLA Academic Technology Senices who maintsin dals and worked sxamples in
& ierence s & nurmber of dfferint Tt & furibist
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The MLwiN manuals are another training resource
http://www.cmm.bristol.ac.uk/MLwiN/downIoad/manuaIs.stmI
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Analysis

Handbook of
Multilevel Analysis

Multileve
Analysis

» Comprehensive but demanding! : Goldstein
* Thorough but a little dated: Snijders & Bosker

« Approachable : Hox : ,\m‘f_"“"c"f
« Authoritative: de Leeuw & Meijer Health Statistics

* Applications: education, O’Connell & McCoach
* Applications: health, Leyland & Goldstein
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