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Introduction
Social and demographic data about the composition of small geographic areas is readily available in many countries.  For example, in the UK the Census of Population and Households generates counts for output areas that typically comprise only around 125 households.  These data may be characterised as providing a picture of the night-time populations of different neighbourhoods which has been widely used in planning the delivery of services such as education (Singleton et al., 2011) and health care (Burke 2010; Wennberg and Gittelsohn, 1973), and for strategic planning of land use (Shultz and King, 2001) or transportation (Waddell, 2002).
However for many purposes the location of populations through the day-time may be of much greater significance.  With regard to planning for emergencies whether natural such as flood risks a more common issue in recent years in the UK, or man-made such as terrorist attacks like the London bombings in 2005 or the more recent riots in 2011, the actual location and distribution of people throughout the day and night is of greater use than a simple static residential population. Of even greater use is a simulation that can estimate the evacuation patterns likely to be observed, such as parents picking children up from schools before leaving a potentially dangerous area. A similar argument can be made for services such as policing and retail provision where routine large shifts in population distributions throughout the day and night impact on the level and type of service provision required.  
The work reported below outlines the first steps taken to integrate two approaches to simulating the population throughout the day and night.  The first of these is characterized as mapping the population at different locations through the day.  The second is referred to as tracking and seeks to follow the spatial movements of individuals in the population as they go about there daily routines.  The research demonstrates for a case study of the city of Leeds how a more complete picture emerges from the combination of these two approaches and discusses both the potential and limitations of these models and there combined output.  First both of the individual approaches are described followed by a description of the combined approach to tracking and mapping the population.
Mapping the population: Population 24/7
The Population 24/7 modelling method builds upon work undertaken by Martin (1989, 1996).  This original work used an adaptive kernel estimation algorithm to redistribute population counts associated with population-weighted centroids for small areas and results in a conventional night-time populations being distributed more realistically in space but not over time, this effectively represents the residential activity from Figure 1.  The extended space-time model represents each member of the population as being engaged in one of three activity classes as shown in Figure 1; Residential (at home or engaged in an activity very close to home), Non-residential (at work, in hospital, at school or engaged in a leisure activity such as a museum visit) or Transport (the individual is in transit between two activities).
Currently the population data derived from official 2006 mid-year estimates are divided into seven age/economic activity groups:
· 0 to 3 years
· 4 to 10 years
· 11 to 15 years
· 65 and over
· College students
· Higher education students
· Working age not studying
These categories were chosen as they are relatively easily derived from mid year estimates and best-match our ability to assign people to aggregate populations estimated for activities at other locations such as schools and workplaces.  The working ages 16-65 are split out into two identifiable educational groups, college students and higher education students, with the remaining economically active population represented in working age not studying.  These groups are redistributed onto non-residential locations in relation to specific target times and activities undertaken by each group at those times. Activities currently modeled include:
· Education: based on the postcodes of all educational institutions in the Edubase dataset, augmented with HESA locations, thereby covering all the schools, colleges and universities.  They each have an associated age range for pupils/students.
· Health care: using an amalgam of data from the Hospital Episodes Statistics covering inpatient, outpatient and A&E attendances at hospital locations.  The patients are deemed to be across age groups except where the facility is specifically identified as servicing only specific groups such as children or the elderly.
· Employment: based on the Annual Business Inquiry dataset (now called BRES) from NOMIS.  Data are available as numbers of workers by industry sector. Workers are all assumed to be of working age.

[image: 7 conceptual]Source: Cockings et al. 2010 p 42.(note datasets highlighted in bold were those currently in use at the time of original publication)
Figure 1: Conceptual diagram of the Population 24/7 model and data sources.
The model processes one age/activity group at a time.  Members of the population tagged as ‘immobile’, e.g. prisoners in jail, are transferred from their input location to the same location in the output.  The remaining population for the age/activity group being processed has every candidate destination location considered for that activity, such as schools for education activity, and each destination time profile is examined to see what proportion of its total population is expected to be present at the target time currently being processed. For a primary school this might be 0% at 02:00 and something around 97% (allowing for truancy and illness) at 14:00.  The age of the population is considered so if the over 65s age group is being processed then the primary school locations won’t need any of them.  The model draws the requisite number of people evenly spread across a generalized pre-specified catchment radius (or in successive distance bands, depending on how the catchment has been defined) reducing the populations of the residential origin centroids accordingly as they are transferred across to the destination or its catchment.  On completion of the allocation processing dispersion is undertaken using the adaptive kernel estimation algorithm, as the population will in reality be dispersed around the centroid locations somewhat.  The population deemed to be in transit is distributed with reference to a weighted background layer drawn from the Department for Transports traffic density data in combination with an Ordnance Survey road network.
Tracking the population
The prototype of this modelling approach was constructed using files extracted from the 2001 Census of Population and Households in the UK. The approach creates a realistic synthetic population using static spatial microsimulation and then uses a probabilistic join to attach commuting information as demonstrated diagrammatically in Figure 2 (Harland and Birkin, 2013). The microsimulation model uses a Simulated Annealing algorithm[footnoteRef:1] to constrain the ‘cloning’ of individuals from a sample population, extracted from the census Small Area Microdata file, to aggregate counts representative of the population across key characteristics for the study area (Harland, 2013).  The prototype model incorporated four key characteristics age, gender, mode of travel to work and categorised distance of travel to work (e.g. <1 kilometre, 1 to 2 kilometres etc.). The output from this stage is a database with each individual in the study area represented as a record containing characteristics from the sample population from which they were cloned and not only those contained in the constraints alongside the geographical location of residence at the resolution of small area census geography.  It is important to note that in a microsimulation model the characteristics included in the constraint setup will be the most realistically reflected.  However, when the distributions contained in the sample population accurately reflect those of the real world population, as they do with the Small Area Microdata file, the attributes not contained in the constraint configuration will also be a reasonable, although less accurate, reflection of the real world population in each small area.  For a more detailed discussion of this point see Harland et al. (2012). [1:  The Simulated Annealing algorithm is part of a static spatial microsimulation model developed within the Flexible Modelling Framework at the University of Leeds, see Harland (2013) for a full user guide and https://github.com/MassAtLeeds/FMF for source code and current release.] 

Regular commuting information contained in the 2001 Census is in the form of a matrix of flows between small area census geographies by different population characteristics one of which is mode of travel to work. Commuting information is attached to each record in the synthetic population using a probabilistic join.  The join is constrained by -
· The mode of travel to work contained in both commuting dataset and synthetic population.
· The distance travelled to work represented as a categorised attribute in the synthetic population and measured between centroids of the commuting flow matrix.
· With destinations allocated stochastically to synthetic individuals based on the probability of a flow occurring between an origin and destination census area calculated from the commuting flow matrix.
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Figure 2: Conceptual representation of the stages for creating and visualising the population commuting patterns.

The resulting dataset contained both the residential location and likely work destination of each individual in the dataset alongside additional attributes contained in the original sample population. The combined output file contained 715,402 individuals and was imported into the Agent-Based Modelling tool MASON[footnoteRef:2] to visualise the regular commuting patterns of the population.  Figure 3 below shows three screen shots from the visualisation of the 127,356 regular car commuters in the study area of Leeds UK, a full video can be viewed at https://www.youtube.com/watch?v=DhtxFGgZxco.  In this visualisation, the colour of the agents darkens as the commuter density within census areas increases as shown by the key to the right of figure 3.  Additionally, each census area is represented by a regular square geometry scaled to provide white space between geographical zones while retaining relative proportions.  Notice that at the start of the day, when all agents are assumed to be at home, the left frame of figure 3, the density of agents within the census areas is even, all agents have the same light yellow colouring. This is a reflection of UK census geographies being designed to contain consistent numbers of residents and households as far as is possible.  However, as the daily commute begins several areas around the city, where large industrial estates and business parks are located and especially the small central business district towards the middle of the study area, show a significant increase in commuter density demonstrating the substantial shift in population distribution during a simulated working day. [2:  MASON is an Agent-Based Modelling toolkit designed and constructed at the George Mason University. Toolkit available from the project website http://cs.gmu.edu/~eclab/projects/mason/ ] 
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Figure 3: Screen shots from the visualisation of daily car commuters in Leeds

Strengths and weaknesses
Obviously, the tracking simulation has many assumptions associated with it including –
· Shift patterns and hours worked are not considered, each agent in the simulation starts work at the same time and works for the same amount of time  
· Commuters head straight to work, they do not detour to pick up passengers or drop of children at school or care centres or go for a drink after work.  
· Road networks are not used, agents travel in a straight line.
· Public transport systems have not been included in the simulation.
· Agents travelling greater distances travel quicker than those travelling shorter distances.
However, this simulation does demonstrate a few key points.  The first is the probabilistic join between the commuting dataset and the synthetic population is not sensitive over successive executions providing robust consistent outputs. The commuting matrix used in this simulation can easily be substituted for a flow matrix modelled using a spatial interaction model. The incorporation of spatial interaction models to estimate movement flows facilitates the use of many disparate and more up-to-date datasets for simulating regular commuting patterns such as the School Census (tri-annual collection for all state educated pupils) or the use of NOMIS business data directory.  The inclusion of a realistic synthetically generated population into the construction of an Agent-Based Model, albeit simply for visualisation purposes here, also demonstrates the possibility for simulating more detailed behaviour driven interactions. Behaviour driven movement patterns, such as those demonstrated by Malleson et al. (2013) in the burglary Agent-Based Model could be extended to simulate leisure time behaviours and multipurpose journey choices.
Arguably the most important strength of the tracking simulation is the ability to stop the model at a time-step and examine where individual agents are and trace their attributes allowing the redistribution of gender, ethnicity, age or possibly more importantly attributes such as consumer spending power throughout the day.  This complements a major weakness of the Population 24/7 grid dispersal method that despite the Population 24/7 model being able to be run for specific time-steps and include a wide variety of datasets and movement patterns it is not possible to track where individuals have come from or there associated attributes.
 
Combining population tracking and mapping
[image: ]To capitalise on the strengths of both approaches, the detailed population distribution and integration of disparate datasets in the mapping approach and traceability of individuals in the tracking approach, an integrated method has been prototyped. Individuals are created using spatial microsimulation outlined in the tracking method above.  The resulting synthetic population has movement patterns assigned using a series of spatial interaction models corresponding to different activities (education, healthcare, worktime activities) derived from the population 24/7 outputs. Attempts to more accurately represent different behaviour in commuting to work were suggested by Wilson (1971) through the disaggregation of spatial interaction models to represent different modes of travel in a transport example. This produced a three dimensional model with the standard two dimensional origin (Oi) by destination (Dj) flow matrix being split over k modes of transport (Figure 4)
Figure 4: Conceptual representation of spatial interaction model layers.
Effectively, the Population 24/7 outputs are used to constraint the destinations for a series of doubly constrained spatial interaction models forming the dimension k in Figure 4, each model follows the form shown in equations 1, 2 and 3.  The spatial interaction models are subsequently used to stochastically distribute the synthetically generated population to their likely locations during the day based on attributes such as age and economic activity and the probability of a flow occurring between an origin and destination for those characteristic types.
			(equation 1)
			(equation 2)
			(equation 3)

Figure 5 shows the conceptual model for the combined population mapping and tracking approach.  The behavioural modelling aspects and visualisation using the Agent-Based Modelling toolkit is yet to be implemented for the adapted model.
[image: ]Figure 5: Conceptual model of the combined population mapping and tracking approach
Results of the microsimulation and SIM linkage
The data used to drive the microsimulation model during the population synthesis stage has been updated from the original 2001 Census data to use 2011 Census counts. Unfortunately, the 2011 Census micro-data samples have not yet been released, therefore an alternative sample population has been used, provided by Acxiom UK it is a substantial consumer survey.   The survey sample contains information relating to age, occupation, ethnic origin and a wealth of information about household income and consumer spending.  The dataset also includes information on the location of the respondent that enables the sample population to be filtered to the Yorkshire and Humberside region surrounding the study area of Leeds, shown in Figure 6. This [image: LeedsMDA.tif]filtering ensures regional variations in income and ethnic structure of the population are better reflected in the initial sample population ensuring results are robust and realistic.
Figure 6: Leeds study area shown in context of the Yorkshire and Humber Region and the UK.
Once filtering had been undertaken and records removed where critical variables, such as age or ethnicity, had not been responded to, the sample population contained 25,604 records each representing an individual respondent.  The Census 2011 attribute counts used to constrain the model are:
· Age categorised into 5 year age bands. 
· Sex two categories male and female. 
· Ethnicity collapsed to four groups White, Asian, Black and Other to enable direct linkage between the sample population and census counts 
· Occupation augmented with counts of students, retired and other economically inactive from the tables on economic activity within the 2011 Census. These combined counts correspond with the categories contained in the sample population more closely.
· Household size provides an insight into the structure of households within the study area.
Where possible attributes have been entered into the model as cross tabulations to capture more detail about the relationships between attributes and not just the single attribute counts.  Capturing the information about relationships between variables increases the realism and information captured in the resulting population (Harland et al. 2012) improving the accuracy and fit of the resulting population.  Here we have introduced cross-tabulations of ethnicity by age (age collapsed to four bands of 0-24, 25-49, 50-64 and 65 and over), sex by ethnicity, sex by age and sex by occupation.  Sex, ethnicity and age have also been entered as univariate constraints alongside household size.  
The synthetic population created represents the 751,485 Leeds residents of the 2,543 small census geographical zones called Output Areas within the metropolitan district area.  To test the sensitivity of the microsimulation model to the stochastic selection process of the Simulated Annealing algorithm ten different populations are created using the same model structure.  The model outputs are re-aggregated and compared to the observed census counts and the percentage error across each constraint variable is measured.  Figure 7 shows the results and demonstrates that the level of error is consistent throughout the different model runs. However the graph also highlights that constraints with an age aspect are generally a poorer fit than other constraints.  Closer inspection of the error distribution in the age category shows that it is children that are being under represented and young adults over represented.  The under sampling of children is due to a significant underrepresentation of children in the sample population, around 200 individuals between the ages of 0 and 19.  However as young adults are grouped together with the children in collapsed four age bands in the ethnicity by age constraint (0 to 24 years of age) young adults are being overrepresented as it serves reduce the total absolute error for this constraint which the model uses to judge how far along the solution path it is.  However, it must also be noted that the error level for the worst performing constraint, age, is less than 4.5% across all models.  Of the ten model runs, only the first had the random seed set to a known value (10.0) and is therefore reliably re-creatable, with relatively little to choose between the populations this is the simulated population that will be used in the remaining analysis.
[image: ]
Figure 7: Sensitivity of the microsimulation model to stochastic element of the Simulated Annealing algorithm.
[image: ]The residential population from the 2011 Census tables and Population 24/7 outputs were used to constrain spatial interaction models to derive the probabilities of interactions between zones for both the work population and the school age pupil population (Population 24/7 output at 9:00 am in the morning was used to estimates the usual work time population).  Other layers such as hospital patients and further and higher education students have not been included at present and only one time (9:00 am) is used for population movement here although future research will use Population 24/7 outputs to constraint movement patterns at different points throughout a day.  The synthetic population falling within the activity/age category for each spatial interaction model layer is stochastically assigned to a destination based on the probabilities contained in the flow matrix estimated by the relevant spatial interaction model layer.   The aggregate monthly income (income is a variable contained in the sample population) for both the residential, night-time, and workplace, day-time, population was calculated.  The stochastic join process was undertaken ten times and the aggregate income for the day-time populations was estimated by zone, shown in Figure 8.  Not only is it clear that the join process is consistent but it is evident that there is little variability in the resulting aggregate output as far as income (used as a proxy for wealth/demand here) is concerned.
Figure 8: Average income by census zone for usual day-time population
Figure 9 demonstrates how the wealth within the study area of Leeds redistributes during a ‘normal’ working day.  Although the residential map appears almost without variation this is as a result of using the same rendering categories for both maps to make them directly comparable, this demands very broad categories hiding the more subtle residential variation.  The underlying spatial distribution of residential wealth is as one would expect in a typical UK city, the suburbs are substantially wealthier than the inner city areas.  The interesting point of note from this visualisation is the extent of concentration of wealth during a working day towards the cities more central regions and then its flow back to the suburbs at night.  Of course these patterns do not take into consideration leisure activities or multipurpose journeys that complicate the picture somewhat.
Figure 9: Simulated distribution of annual income.
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Discussion
There are obvious limitations of the model presented here.  For example the model currently considers Leeds as an ‘island’ however the reality is that the city is a regional hub therefore commuting patterns crossing the study area border will be as important, if not more so with the likely increase in daytime population, as those taking place within the study area.  However, there is scope to increase the geographical extent of the model which would mitigate against this limitation to some degree although such increases may limit the ability to introduce behavioural modelling through the Agent-Based Modelling framework.  Currently, multipurpose trips are not considered and despite the uptrend in social media data and the use of GPS-enabled communication devices access to sizable and robust datasources to accurately inform simulation of these patterns maybe some way in the future as discussed by Martin et al. (2009).  There are also difficulties with realistically representing public transport patterns and the associated constraints placed on peoples retail destination selections and indeed their ability to quickly evacuate an area in the event of an emergency.
Despite the limitations and considerations the model presented here represents a significant improvement over the use of static residential populations for many service, retail and emergency planning situations.  The Population 24/7 model alone has significant benefits over traditional residential populations, however, the integration of this ‘day-time’ population modelling approach to enable the tracking of individuals and the characteristics of those individuals represents another significant step forwards.  This improvement facilitates the tracking of linkages between household members and can provide insights into where parents are likely to head to ensure their children’s safety in the event of emergencies.  From a more commercial perspective, it has been shown that, with the use of applicable sample populations to create the initial synthetic population, it is possible to grasp a better understanding of the distribution of not only disposable income and spending power throughout the day but also other demand variables contained in the initial sample population, an attractive proposition for the retail industry.  There are obstacles to be overcome with the combined modelling approach presented here, but the initial explorations have been encouraging and the potential this approach presents is significant indeed.


References
Burke, E. (2010). Geographic Information Systems (GIS): Recognizing the Importance of Place in Primary Care Research and Practice. Journal of the American Board of Family Medicine. vol 23.  pp 9-12.
Cockings, S., Martin, D., Leung, S. (2010). Population 24/7: building space-time specific population surface models. In Hakley, M., Morley, J., Rahemtulla, H. (eds.)    Proceedings of the GIS Research UK 18th Annual Conference GISRUK 2010. London. University College London. pp 41-48.  
Harland, K., Heppenstall, A., Smith, D., Birkin, M. (2012). Creating Realistic Synthetic Populations at Varying Spatial Scales: A Comparative Critique of Population Synthesis Techniques.  Journal of Artificial Societies and Social Simulation 15 (1) 1. [Available From] http://jasss.soc.surrey.ac.uk/15/1/1.html
Harland, K. (2013) Microsimulation Model User Guide (Flexible Modelling Framework). NCRM Working Paper 06/13. NCRM.
Harland, K., Birkin, M. (2013). Using Synthetically Generated Populations in Agent-Based Models. Paper presented at the Annual Association of American Geographers Conference 2013. Los Angeles, USA. 9-13 April 2013.
Malleson, N., Heppenstall, A., See, L., Evans A. (2013). Using an agent-based crime simulation to predict the effects of urban regeneration on individual household burglary risk. Environment and Planning B: Planning and Design. vol 40. pp 405-426.
Martin, D. (1989). Mapping population data from zone centroid locations. Transactions of the Institute of British Geographers NS.  vol 14. pp 90-97
Martin, D. (1996). An assessment of surface and zonal models of population. International Journal of Geographical Information Systems. vol 10. pp 973-989
Martin, D., Cockings, S., Leung, S. (2009). Population 24/7: building time-specific population grid models. Paper presented at the European Forum for Geostatistics Conference 2009, The Hague, Netherlands, 5-7 October 2009.
Shultz, S. D., King D. A., (2001) The Use of Census Data for Hedonic Price Estimates of Open-Space Amenities and Land Use. The Journal of Real Estate Finance and Economics. vol 22. pp 239-252.
Singleton, A. D., (2011). Estimating secondary school catchment areas and the spatial equity of access. Computers, Environment and Urban Systems. vol 35. pp 241-249.
Waddell, P. (2002). UrbanSim: Modeling Urban Development for Land Use, Transportation, and Environmental Planning. Journal of the American Planning Association  vol. 68. pp 297-314.
Wennberg J., Gittelsohn. A., (1973). Small area variations in health care delivery. Science. vol 182. pp 1102–8. 
Wilson, A. G. (1971). A family of spatial interaction models, and associated developments. Environment and Planning . vol 3. pp 1 – 32.



image1.jpeg
Total
population

+/-
external
visitors

'
x
Iy
»w
g
[
a
g

| , Non-
residential

— Transport

EEEEERRE

VIV

Locations Data Sources

Private dwellings - Census, Mid-Year Population Estimates (MYEs)

Communal ests. | - Census, Mid-Year Population Estimates (MYEs)
Education - Neighbourhood Statistics, DCSF EduBase, HESA
Employment - Census, Annual Business Inquiry, QLFS

Temp accomm. - VisitBritain, Annual Business Inquiry

Healthcare - Hospital Episode Statistics

Family/social - VisitBritain

Retail - Annual Business Inquiry, commercial sources
Leisure - ALVA Visitor Statistics, DCMS

Tourism - ALVA Visitor Statistics, DCMS

Generalised local -

Road - DfT Road Statistics, Annual Average Daily Flow
Rail - National Rail station usage data

Metro/subway - DT Light Rail Statistics, TfL Tube customer metrics
Air - CAA UK Airport Statistics

Water - DfT Sea Passenger Statistics , London River Servicey

Acronyms: DCSF Department for Children, Schools and Families; HESA Higher Education Statistics Agency; QLFS Quarterly Labour Force
Survey; DCMS Department for Culture, Media and Sport; ALVA Association for Leading Visitor Attractions; DfT Department for Transport;
TfL Transport for London; CAA Civil Aviation Authority




image2.jpeg
—

nstraint tables

Sample Population

Population created
using spatial
microsimulation

Synthetic Population

Probabilistic
‘ Join

Agent-Based
Modelling toolkit
for visualisation





image3.jpeg




image4.jpeg




image5.jpeg
Sample Population

Population created
using spatial
microsimulation

Synthetic Population

Agent-Based
Modelling toolkit
for visualisation and
behavioural
modelling

=Constraint tables

o

Origin

population

constraints
o

=

J_I

Population
24/7 output
destination
constraints





image6.png
Scarborough

Richmondshire
Hambleton

Ryedale

City of Kingston upon Hull

Harrogate

Craven

East Riding of Yorkshire'

Bradford

Calderdale -

Wakefield

Kirklees North Lincolnshire

N
Doncaster
Barnsley
0 20 40 Sheffield Rotherham """ East Lincolnshire [ vorksnie and Humber Region
kilometres [ eeos wetropoitan bistrct avea
District Boundaries




image7.jpg
Percent Error

5.00
4.50
4.00
3.50
3.00

2.50
200 1

1.50
1.00

050 -

0.00

Constraint




image8.png
8,000,000

7,000,000
6,000,000
~=Join 1
—Join 2
° 5,000,000 —Join 3
E Join 4
~—Join
g
g 4,000,000 ~—Join 5
m o
I ~——Join b
2 .
3,000,000 Join 7
~Join8
~Join9
2,000,000 ~Join 10
1,000,000
0

Zones




image9.jpeg




image10.jpeg




image11.jpeg




image12.jpeg




